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Methods

Multi-task Gaussian process posterior distributions cost 
 to sample from, preventing their usage in many 
Bayesian optimization problems.
n3t3

Using Matheron’s rule to instead sample from the MTGP 
posterior distribution costs   time. 

Enables Bayesian optimization with tens of thousands 
of outputs vs tens of outputs.
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Multi-task Gaussian process (MTGP) posterior 
covariance matrices have the following form:  

  

So they are of size   
- sampling from these matrices costs   time, 
which is impractical.

Σ* = (Kx*,x* ⊗ KT) − (Kx*,X ⊗ KT)(KXX ⊗ KT + σ2InT)−1(K⊤
x*,X ⊗ KT)

ntestt × ntestt
n3t3

Instead, we use Matheron’s rule to draw 
samples from the MTGP posterior. 

  

Where   
Single task setting provides no speedup 

f* | (Y + ϵ = y) = f* + Kx*X(KXX + σ2I )−1(y − Y − ϵ),

( f*, Y ) ∼ 𝒩(0,Kjoint)

But in multi-task setting, we exploit Kronecker 
structure to get   scaling 
 

n3 + t3

Kjoint = K(x*,X),(x*X) ⊗ KT = (R̃ ⊗ L)(R̃ ⊗ L)⊤

Need:  w = (KXX ⊗ KT + σ2InT)−1(y − Y − ϵ)
And  (Kx*,X ⊗ KT)w

Code is available in Botorch (https://
botorch.org) with tutorials!

Matheron’s rule MTGP sampling is significantly 
faster & more memory efficient.

MTGPs are better for constrained multi-objective 
problems and scale to large batch sizes.

MTGPs are more memory efficient for large scale 
Thompson sampling & perform better.

The HOGP (a more structured MTGP) enables 
scaling to problems with >50,000 output 
dimensions.
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